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ABSTRACT: A new formulation—bPlume-WRF-LES model—was implemented within the Weather Research and

Forecasting (WRF)Model to simulate the two-way coupling between the atmospheric boundary layer (ABL) and gas plume

(denser and lighter) released into the atmosphere. The existing WRF large-eddy simulation (WRF-LES) modeling system

was modified by coupling an additional transport equation for the plume gas mixture and by accounting for the buoyant

production term in the turbulence kinetic energy equation. The focus of the work was to understand the effect of atmo-

spheric forcings on plume rise, plume mixing, and plume dynamics during the early stages of plume development. For this

purpose, the bPlume-WRF-LES model was used to simulate the release of buoyant plumes from a large area source into

different atmospheric conditions with varying stratification and mean wind forcing values. Plumes released in a convective

ABL background rise according to the 2/3 power law with time before reaching the boundary layer top and spreading

laterally. The convective ABL eddy turnover time scale (t*) dictates the rate at which plume mixes with the ambient air

inside the convective boundary layer (CBL) and the plume dilution rate scales as t23/2
* . Both the stratification and wind

forcing enhance the plume mixing from the early plume development stage, and dilute the plume much faster. An increase

in the mean winds within the CBL contributes to uniform mixing and greater bent-over plume behavior at a shorter

downwind distance from the source.
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1. Introduction

The release of hazardous or contaminant gases in the at-

mosphere from naturally occurring extreme events (Reid et al.

2016), or accidental release from industries (Sklavounos and

Rigas 2006; Khan et al. 2015), or man-made release (Dolgin

2013; Bhaganagar and Bhimireddy 2017, 2020b) is of great

relevance to public health and security. Often, such releases

are buoyant in nature, such as smoke release from wildfires

(Bowman and Johnston 2005; Lareau and Clements 2017),

pyroclastic flow from volcanic eruptions, or release of hot

pollutant gases released from various sources (Leelőssy et al.

2014). Buoyant plumes released into the convective boundary

layer (CBL) are significantly influenced by the dynamics of the

atmospheric boundary layer (ABL). In particular, under the

influence of upward sensible surface heat flux H0, the CBL is

dominated by the competing roles of shear- and buoyancy

forcings (Kaimal et al. 1976; Kim et al. 2003; Salesky et al.

2017). From previous works such as that of Deardorff (1970)

and Panofsky et al. (1977) and others, CBL forcings are well

represented by Monin–Obukhov length scale L, mixing layer

height zi, convective velocity scale w*, and friction velocity u*
due to the surface shear stress. Pasquill (1961) defined discrete

stability classes using the incoming solar radiation and wind

speed to define the degree of atmospheric stability. Later,

Golder (1972) derived a relation between z0/L and the Pasquill

stability classes, where z0 is the surface roughness length. Van

Ulden andHoltslag (1985) andHoltslag andNieuwstadt (1986)

identified the key parameters that govern the diffusion of a

scalar in a CBL as zi/L, and u*/w*. The presence of shear in

CBL alters the turbulence structure inside the boundary layer,

in fact, the additional buoyancy present in a CBL lifts the

streaky structures from the shear forcings resulting in the for-

mation of convective rolls (Moeng and Sullivan 1994). Buoyant

plumes released into the atmosphere interact with their sur-

roundings as the ambient fluid is injected into the plume resulting

in the dispersion and dissipation of the plume (Woods 2010),

subject to atmospheric forcings. Thus, the atmospheric boundary

layer dictates the dynamic behavior of buoyant plumes.

Under convective atmospheric conditions, when Earth’s

surface is continuously heated by the incident solar radiation,

buoyant plume motion is further affected by the presence of

coherent structures (often termed as thermal eddies) in the

atmosphere. While the background atmospheric turbulence

aids in plume diffusion, under low wind speeds it can be spo-

radic and often results in a ‘‘looping’’ plume pattern that brings

high-concentration pockets closer to the ground (Bierly and

Hewson 1962). If the buoyancy of the source is high enough,

the plume rises to the top of the convective boundary layer

(CBL) and ‘‘lofts’’ until the convective motions mix it down-

ward (Willis and Deardorff 1983). Under extreme source

conditions, where the source buoyancy is really strong (as in

the case of large-area wildfires), the plume can even penetrate

the CBL top and get trapped, until it can be re-entrained due to

the CBL growth (Briggs 1984;Weil et al. 2012). The intensity of

this updraft buoyant motion depends on the size and type of

buoyant source and the stability potential of the atmosphere.

To quantify this upwardmotion with respect to the background

atmospheric state, plume rise—the height above the source
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reached by the plume due to the momentum and buoyancy at

the source (Briggs 1984)—is often used as a valuable metric.

The plume rise and mixing are commonly characterized in

terms of reduced gravity parameter, which is defined as: g0 5
g(ra 2 rp)/ra, (Morton 1957), where g is the gravitational

constant, and ra and rp are the densities of the ambient air and

plume, respectively.

The plume rise and mixing of buoyant plumes released in

CBL have been studied using laboratory-scale experiments

(Willis and Deardorff 1983, 1987; Weil et al. 2002), numerical

modeling (Weil et al. 1997; Van Dop 1992), and field obser-

vations Bowne and Londergan (1983); Murray and Bowne

(1988). In light of the recent findings, though experiments and

numerics have contributed to our understanding of plume

dynamics, there are still fundamental questions that have yet to

be answered. In particular, simulating the dynamic interactions

of plume with the ABL is still a challenging task. The ABL

dynamics can be simulated using numerical weather prediction

(NWP) models such as the Advanced Research version of

the Weather Research and Forecast (WRF-ARW) Model

(Skamarock et al. 2005), which can represent motions in the

atmosphere ranging from a few meters to global scales

(Michalakes et al. 2005; Powers et al. 2017). However, the

dispersion of plume released into the ABL is represented as

passive tracers in the current WRF-LES formulation (see

e.g., Nottrott et al. 2014; Nunalee et al. 2014; Bhimireddy

and Bhaganagar 2018b).

The existing WRF-LES dispersion model does not account

for the buoyant forcing of plumes and the buoyant production

of turbulence kinetic energy (TKE) generated by the plumes.

Alternatively, the existing transport and dispersion models use

the model output from NWP models and Briggs plume rise

formulas (Briggs 1965, 1984) to estimate the final plume rise.

Some examples of such dispersion models are Hybrid Single

Particle Lagrangian Integrated Trajectory (HYSPLIT) (Stein

et al. 2015), American Meteorological Society/Environmental

ProtectionAgency RegulatoryModel (AERMOD) (Cimorelli

et al. 2005), and Flexible Particle dispersion (FLEXPART)

(Stohl et al. 2005). To address the use of simplified plume rise

equations in the case of wildfire emission modeling, re-

searchers have developed models like Active Tracer High-

Resolution Atmospheric Model (ATHAM) (Oberhuber et al.

1998; Trentmann et al. 2006), WRF-Sfire (Mandel et al. 2014),

and WRFSC (Kochanski et al. 2016). These models use either

prescribed (ATHAM) or in-model predicted (WRF-Sfire and

WRFSC) heat and emission fluxes to add buoyancy forcing.

However, the buoyancy of the emission gases is not considered;

rather these emissions are represented as passive tracers. This

has a limitation when the emissions are released without the

additional heat, such as, the Lake Nyos disaster in Cameroon

1986 when a large CO2 bubble from Lake Nyos spread across

the surrounding area (Kling et al. 1987).

The recent observational studies of Adams et al. (2019) and

Andreae (2019) revealed elevated levels of gases such as CO,

NH3 and NO2 within the plumes emitted from wildfires. The

long-range transport of these gases can impact the air quality of

regions that are otherwise free of particulate matter. For in-

stance, Lutsch et al. (2016, 2019) observed elevated levels of

NH3 in high Arctic regions as a result of the Canadian boreal

wildfires. The elevations to which these gaseous plumes are

injected into the atmosphere effect the way they are dispersed,

making it crucial to understand the effects of atmospheric

conditions on the plume rise. With the model developed in this

study, it is possible to study the behavior of such gases without

the need to solve the fire parameters (given that the fluxes are

known) and more importantly, the two-way feedback, (i.e.,

the effect of plumes on the atmospheric state) is possible. To

address these challenges, we modified the WRF-LES for-

mulation to introduce the buoyant coupling between the

plume and ABL.

The objectives of the present study were:

1) to develop a new bPlume-WRF-LES formulation within

the WRF framework that accounts for the two-way cou-

pling between the ABL and the buoyant plume by ac-

counting for the buoyancy forcings and the buoyant TKE

production generated by the plume; and

2) to use the new bPlume-WRF-LES model to understand the

effect of atmospheric unstable stratification effects and the

wind forcings on plume dispersion processes, and to answer

the following scientific questions: (i) What is the effect of

the shear and buoyancy forcings of the CBL on plume rise

and mixing? (ii) What is the contribution of atmospheric

forcings on plume penetration through the CBL top?

In this study, NH3 plumes were released into the CBL from an

area source on the ground to understand the influence of ABL

forcings on (i) plume rise, (ii) plume mixing, and (iii) plume

penetration through the CBL top. The role of CBL forcings on

NH3 plumes was investigated in three different background

CBL forcings, namely: 1) a baseline case of calm air with no

stratification; 2) an unstable stratified boundary layer with

weak and moderate surface heat forcing; and 3) a convective

boundary layer with weak and strong mean winds. We char-

acterize the plume in terms of reduced gravity g0 (hereinafter,
plume concentration). We defined plume rise as the farthest

point reached by the plume vertical to ground. A threshold

value of 1%of the source strength was used to define the plume

interface.

The rest of the manuscript is arranged as follows: section 2

presents the modifications done to the WRF-ARW Model.

Section 3 gives a brief review of existing literature for plumes

and their characteristics. Section 4 presents the case study of

our baseline simulation, where NH3 is released into a uniform

atmosphere with no stratification. Section 5 presents the results

of the release of NH3 in unstable stratification but with no

mean wind. Section 6 presents the results of the release of NH3

in a CBL with different wind forcings and surface heating. The

summary and discussion are presented in section 7.

2. bPlume-WRF-LES model implementation in WRF

a. Governing equations

The bPlume-WRF-LES model implemented within WRF is

discussed in this section. The basic governing equations solved

in the existing WRF-ARW are fully compressible Euler non-

hydrostatic equations in flux form (Skamarock et al. 2005).
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Using WRF’s modular architecture, it is straightforward to

implement new schemes and parameterizations inside WRF

framework (Grell et al. 2005; Coen et al. 2013; Burton et al.

2017). The basic governing equations in WRF are as follows:

›m

›t
1= �V5 0, (1)

›U

›t
1= � (Vu)1ma

›p

›x
5F

U
, (2)

›V

›t
1= � (Vy)1ma

›p

›y
5F

V
, (3)

›W

›t
1= � (Vw)1ma

›p

›z
5F

W
2mg , (4)

›Q

›t
1= � (Vu)5F

Q
, (5)

where m 5 phs 2 pht represents the mass of air per unit area in

the modeled atmospheric column, phs and pht are the hydro-

static pressures at the surface and top of the atmospheric col-

umn. The term m is the vertical coordinate metric used to

convert the prognostic variables into their flux form,V5 (U,V,

W )5m(u, y,w) represents the horizontal (u, y) and vertical (w)

velocities, p is the pressure, Q 5 mu with u as the potential

temperature, a is the inverse density, and g is acceleration due

to gravity. The forcing terms FU, FV, FW, and Fu represent

model physics, turbulent mixing, and Earth’s rotation. More

details about the forcing terms are given in Skamarock et al.

(2005). The term, mg, on the right-hand side of Eq. (4) repre-

sents buoyancy forcing.

To simulate a continuous buoyant plume, an additional

equation for gas-mixture ratio variable qp (kg kg21) is intro-

duced in the WRF Model by adding Eq. (6) to the existing

framework as follows:

›(mq
p
)

›t
1= �Vq

p
5F

Q
, (6)

where FQ includes the turbulent mixing and source term

[5m(›Qp/›z)] forcings, and Qp is the gas-mixture surface-flux

specified as an input to the WRF Model.

For dry atmosphere at rest, the inverse density inside model

domain becomes a 5 ad 5 1/rd, where rd is the density of dry

air. Introducing a buoyant plume of density rd into the model

results in an additional buoyancy forcing of the form rpqpg and

the inverse density becomes a 5 1/(rd 1 rpqp). The plume

density rp at standard atmospheric pressure p0 and tempera-

ture T0 is estimated during the model initializing phase using

the equation, rp5 p0/RpT0, where Rp is the plume gas constant

and the final mixture density is obtained by multiplying the

plume density with the plume mixing ratio qp. Following

Dalton’s law of partial pressures, the full pressure p in the

model is estimated as the sum of partial pressures, i.e., p5 pd1
qppp, where the partial pressures, pd of dry air and pp of plume

are calculated from equation of state. These equations for total

buoyancy forcing and pressure are similar in form to those used

for studying atmosphere with water vapor (Bannon 2002;

Bryan and Fritsch 2002) and analogous to theWRF framework

for including moisture in the model (Skamarock et al. 2005).

b. Turbulence closure in WRF-LES

For estimating the eddy viscosity coefficients used in the

turbulent mixing tendencies that are part of right-hand-side

forcing terms in Eqs. (2)–(6), we used the 1.5-order turbu-

lence kinetic energy (TKE) scheme in WRF, based on the

sensitivity tests performed in Bhimireddy and Bhaganagar

(2018a). The prognostic equation for subgrid TKE e is as

follows:

›m
d
e

›
t

1= � (Ve)5m
d
[P

s
1P

b
1P

d
] , (7)

here, Ps, Pb and Pd represent the shear production, buoyant

production and dissipation of TKE and are given by

P
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h
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�
›u

›y
1
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�
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1
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1

›y

›z

�2�
, (8)

P
b
52K

y
g

�
1

u

›u

›z
2
›q

p

›z

�
, (9)

P
d
52

Ce3/2

l
, (10)

and

C5 1:9C
k
1

max[0, 0:932 1:9C
k
]l

Ds
, (11)

where Ds5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DxDyDz3

p
, l5min[Ds, 0:76

ffiffiffi
e

p
/N] is the mixing

length, where N is Brunt–Väisälä frequency and Ck is a con-

stant (50.1). The eddy viscosities in horizontal (Kh) and ver-

tical (Ky) are computed as

K
h,y

5C
k
l
h,y

ffiffiffi
e

p
. (12)

Estimation of the length scale in the horizontal and vertical is

dependent on the Brunt–Väisälä frequency (Skamarock et al.

2005). For the scalars present in the model, their eddy viscos-

ities for mixing are obtained by multiplyingKh,y by the inverse

Prandtl number, which is computed as Pr21 5 1 1 2l/Ds.
In summary, Eq. (6) is coupled to the existing governing

equations. The buoyancy forcing term in Eq. (4) is updated

once the plume is released into the model domain. It should be

noted that the buoyancy production term Pb in Eq. (7) is

modified by accounting for the vertical gradient of newly added

gas-mixture mixing ratio. The modified WRF-bPlume source

code is available online at https://github.com/CFD-UTSA/

bplume-WRF.

3. Plume characteristics

a. Plume rise

The experiments by Willis and Deardorff (1983, 1987)

demonstrated that the buoyant plume behavior inside the CBL

can be characterized by a nondimensional buoyancy flux pa-

rameter F* given as follows:

JULY 2021 BH IM IREDDY AND BHAGANAGAR 2301

Brought to you by UTSA LIBRARIES | Unauthenticated | Downloaded 06/23/21 10:52 PM UTC

https://github.com/CFD-UTSA/bplume-WRF
https://github.com/CFD-UTSA/bplume-WRF


F*5
B

0

Uw2

*
z
i

. (13)

Their experiments showed that for sufficiently high source

buoyancy, when F*$ 0:1, the buoyant plumes can reach the

CBL top and loft there before mixing downward due to the

convective motions present in the CBL. In this study, an ap-

proach similar to that of Weil et al. (2002) was adopted where

F*5B0/(w
3

*zi) for the cases whereU5 0. In the present study,

F* was varied from 0.17 to 9.6. As will be shown later, all the

buoyant plumes simulated lofted near the CBL top, thus

showing the validity of the lower threshold of F*$ 0:1 as per

Willis and Deardorff (1987).

Following the approach of Slawson and Csanady (1967) and

using the basic governing equations of Morton et al. (1956) for a

buoyant plume, the trajectory of a bent-over plume can be an-

alyzed. Using the assumption that the wind speedU is constant,

that the plume cross-section variables follow a top-hat profile

and that plume growth could be characterized using an en-

trainment coefficient a, the mass, momentum, and energy bal-

ance equations for a plume element can be written as follows:

U
dR

dx
5a

M

UR2
, (14)

dM

dx
5R2g0 5

B

U
, (15)

dB

dx
52N2 M

U
, (16)

whereR is the plume element radius,M5UR2w is themomentum

flux,B5R2Ug0 is the buoyancy flux,w is the vertical velocity and g0

is buoyancy deficit. Using the kinematic relation dz/dx 5 w/u and

initial conditions of R 5 R0, B 5 B0, M 5 M0 and z 5 0 at the

source, i.e., x5 0, the location of the plume centerline at any given

downwind distance can be found by solving Eqs. (14)–(16):

z(x)5

(
3

2a2

�
B

0

U3
x2 1 2

M
0

U2
x

�
1

�
R

0

a

�3
)1/3

2
R

0

a
. (17)

Simplifying Eq. (17) for a buoyant plume with zero source

momentum flux, assuming that the effect of buoyancy is

dominant and by taking a5 0.6 (Briggs 1982, 1984), we end up

with the classical 2/3 power law:

z(x)5 1:6
B1/3

0

U
x2/3 . (18)

For cases where there is no mean wind across the plume, i.e.,

when U 5 0, from the dimensional analysis for a plume with

source buoyancy flux B0, it can be shown that the rate at which

the leading edge of plume rises wf is proportional to B1/3
0 z21/3

f .

Assuming cf to be proportionality constant and using wf 5
dzf/dt, we can integrate this relation to get zf 5 (3cf /4)

3/4

B1/4
0 t3/4, where zf is the position of the leading edge or plume

rise in this study. This relation between zf and t has been in-

vestigated experimentally by Diez et al. (2003), Ai et al.

(2006), and Bhamidipati and Woods (2017) and found to be

valid for starting plumes. The leading edge of a pure thermal

plume rising from a constant heat source also follows the zf }
t3/4 relation independent of source buoyancy, as seen from

large-eddy simulation study of Bhaganagar and Bhimireddy

(2020a) in WRF.

b. Plume penetration

Similar to F* that tells whether the buoyant plume reaches

the CBL top, Richards (1963) andManins (1979) developed an

algorithm to estimate the potential of a buoyant plume to

penetrate the boundary layer top. The penetration parameter

fp is estimated as follows:

f
p
5

B
0
u
a

UgDu
i
z2i
, (19)

where Dui is the inversion layer potential temperature jump

and ua is the ambient air temperature. Depending on the

magnitude of fp, a buoyant plume released inside a CBL has

three possible outcomes: 1) no penetration occurs if fp is,0.03

(Richards 1963) or fp , 0.06 (Manins 1979), meaning none of

the released plume is strong enough to penetrate the inversion

at the top of CBL; 2) full penetration occurs if fp . 0.3

(Richards 1963), meaning the total plume released inside the

CBL will be able to penetrate above the inversion; 3) partial

penetration occurs for 0.03 , fp , 0.3 (Richards 1963).

4. Release of ammonia plume in calm air

In this section, the results of the release of NH3 released in

an ideal domain are presented. This serves as the baseline case

with no external ABL forcings such as temperature gradients

and wind shear acting on the plume. This will also serve as a

validation of the developed model.

The physical problem is as follows: The ambient air is as-

sumed to be idealized and maintained at a constant tempera-

ture uawith no wind forcing being present. The Coriolis forcing

was turned off. NH3 at the same temperature as that of the

ambient air was released from a source with a 400-m diameter

D located at the ground level with a continuous source fluxQp.

As the source gas, NH3, was lighter than air, the density dif-

ference Dr with respect to the ambient dry-air density rd
generated buoyancy. The LES domain had a 4 km 3 4 km 3
7 km size (i.e., 10D3 10D3 17.5D) along the two cross-stream

(horizontal) and axial (vertical) directions, with the source

located at the center of the bottom boundary. The computa-

tional domain was discretized using a uniform Cartesian grid

with 100 3 100 3 700 nodes in the cross-stream and axial di-

rections. Periodic boundary conditions were imposed on the

side boundaries, while a constant pressure boundary condition

was imposed on the top. At the center of the bottom boundary,

where the source was located, a constant plume surface flux

was specified while the remaining bottom boundary had zero

flux across. The heat flux boundary condition at the bottom

surface was fixed as zero for the entirety of simulation. There

was no momentum at the source, so the flow originated purely

from the buoyancy difference between the source and the

ambient air. The source buoyancy flux (B0 5 0.25pD2Qpg
0)

was estimated as 1.07 3 104m4 s23.
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This source buoyancy flux and the other source conditions

that were later used in this study were chosen to be comparable

to the real-world scenarios. For example, Lareau and Clements

(2017) estimated the source buoyancy flux for 2014 El Portal

fire near Yellowstone as 8 3 104m4 s23 with a 200-m diameter

source. To test the dependency of plume development on the

grid size, the 4 km3 4 km3 7 km domain was discretized with

four different grids of equidistantly spaced 403 403 250, 503
503 350, 1003 1003 700, and 2003 2003 1400 nodes in the

horizontal and vertical directions. The source conditions such

as the diameter and buoyancy were kept the same for the grid

refinement study. A threshold value of 1% of the source

buoyancy was used as the criterion for identifying the plume

interface with respect to the ambient air.

a. Plume rise

The variation of the plume risewith time is given in Fig. 1a. The

time was normalized using a time scale (t0 5
ffiffiffiffiffiffiffiffiffiffi
D/g00

p
) defined

based on initial or source reduced gravity [g00 5 g(Dr/ra)] and
source diameter D. As the mechanism responsible for the devel-

opment of starting pure plumes is the buoyancy gradient due to

the source, here, t0 is considered as the logical time scale for

starting plumes in calm ambient air (Diez et al. 2003). After the

initial development of the plume head, from after around 20t0, the

leading edge or plume rise zf varied at a rate of t3/4 matching with

the experimental results obtained by Ai et al. (2006). The time-

averaged buoyancy profiles in the plumewere used to quantify the

plume radius or plume radial spread.

The variation of the plume radius with respect to the axial

location is shown in Fig. 1b. Beyond an axial distance of around

5D, the plume radius r increased at a constant rate (Dr/Dz) of
0.125, which is comparable to the 0.166 0.03 value obtained by

Ai et al. (2006) in their starting plume experiments. Recently,

Burton et al. (2020) used the WRFModel to simulate buoyant

volcanic plumes using a continuous heat source. The variation

of the plume width (spread rate in Burton et al. (2020), Fig. 6)

FIG. 1. For Case 1: (a) variation of plume rise (zf) of a NH3 plume released in neutral background with no winds

for grid sizes: 403 403 250 (inverted triangles), 503 503 350 (diamonds), 1003 1003 700 (squares), and 2003
2003 1400 (circles); t0 is time scale estimated from source diameterD and buoyancy as t0 5

ffiffiffiffiffiffiffiffiffiffi
D/g00

p
. The solid line

represents zf } t3/4 trend. (b) Plume radius based on buoyancy profiles for different grid sizes. The solid line

represents the growth factor of 0.125. (c) Variation of normalized mean reduced gravity (red solid line) and nor-

malized mean axial velocity (black solid line) along the centerline of the buoyant plume. The thick dash–dot line

represents a 25/3 slope and dotted line represents a 21/3 slope. (d) Variation of space averaged g0. (c),(d) Case 1

with a grid of 100 3 100 3 700.
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was estimated to be in the range of 0.11 and 0.10, which

closely matches with our results. The results of the plume

rise and plume radius variations suggest that grids of 100 3
100 3 700 and 200 3 200 3 1400 nodes captured the plume

rise and radius development that agree with the existing

experimental results. Keeping the computational expense in

mind, we chose the grid of 100 3 100 3 700 nodes, i.e., Dx 5
Dy 5 40m, for further analysis. Time averaging for velocity

and buoyancy was done similar to K. Bhaganagar and S. R.

Bhimireddy (2020a). Both the time-averaged axial velocity

and buoyancy distributions across the plume cross sections

(Figs. 2a,b) exhibited a Gaussian distribution with peak

values at the centerline. It should be noted that after the

release of buoyant plume, it initially accelerated, reached a

maximum value, and was followed by a self-similarity region

where it decayed. K. Bhaganagar and S. R. Bhimireddy

(2020a), using WRF-LES demonstrated 3/4 power law for

plume rise and a linear increase of the plume radius for the

buoyant thermal plumes released in the same domain as

Case 1. A self-similarity trend was also exhibited by the pure

thermal plumes.

b. Plume mixing

Figure 1c shows the axial variation of the centerline mean

velocity and centerline mean buoyancy normalized using their

respective maximum centerline values. The maximum mean

centerline velocity occurred at a height of 5D above the source

and beyond that it decayed with a rate of20.39. Similarly, the

centerline mean buoyancy decayed with a rate of 21.73

above a height of 5D from the source. Wang and Law (2002)

and Ai et al. (2006) conducted experiments on buoyant jets

released into quiet ambient air and found out that the center-

line velocity and buoyancy decay at a rate of20.33 and21.66,

respectively, in the self-similar region, which are comparable to

the 20.36 and 21.73, values obtained in this study.

The plumemixing was analyzed next. The plumemixing and

dilution were quantified using instantaneous g0. For this pur-
pose, the volume-averaged g0 denoted as hg0i is presented in

Fig. 1d, which shows its variation with respect to the time.

Initially, the plume concentration was high as the head was

formed and it started to decay as the ambient fluid mixed

with the plume and finally reached a quasi-steady value at

about t/t0 5 45.

5. Release of ammonia plumes in an idealized unstable
stratified boundary layer with no winds

To isolate the effect of atmospheric stratification on the

plume dispersion, theNH3 plumewas released into an unstable

stratified boundary layer with no mean winds. The domain

had a 30D3 30D3 7.75D size for Cases 2–4 and 20D3 20D3
5.25D for Case 10. The NH3 source was located at the center of

the bottom boundary. The periodic boundary conditions were

used in the lateral direction, and the bottom boundary was

specified with a constant heat flux of 0.24 km s21 for Cases 2–4

and 0.50 km s21 for Case 10. The mean wind was set to U 5
0m s21 for Cases 2–4 and Case 10. The roughness length in the

model was set to 0.1m, and friction velocity estimates were

done using the high-frequency output of wind components

extracted from WRF Model. The simulations were run for

86 400 time steps with a time step of 1/6 s. A total of 54 000 time

steps was spent for the development of a thermal boundary

layer. Table 1 gives the details of the cases simulated with

unstable stratification and no mean winds, i.e., U 5 0m s21. A

total of four cases were simulated with plume source buoyancy

fluxes varying from low to high values of 0.583 104, 1.073 104,

2.143 104m4 s23 and 3.523 104m4 s23 corresponding to Cases

2–4, and Case 10, respectively. The values of the reduced

gravity g0 at the source were 0.043, 0.086, 0.17 and 0.28m s22

for Case 2–4 and Case 10, respectively.

FIG. 2. For Case 1: (a) radial profiles of mean axial velocity of a buoyant plume at different axial locations. The

profiles are plotted at an interval of one source diameterD starting from 1D to 10D. (b) For mean reduced gravity.
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a. Characteristics of stratified ABL with no wind forcings

The boundary layer depth zi was 2100m for Cases 2–4, and

1250m for Case 10, respectively. The aspect ratio (i.e., ratio of

domain horizontal length Lx to the boundary layer height;

AR5 Lx/zi) of the model setup considered was;5.7 for Cases

2–4 and 6.4 Case 10, which is larger than theminimum required

AR of 5 for development of turbulent flow fields in convective

boundary layer simulations (Schmidt and Schumann 1989;

Sullivan and Patton 2011). The friction velocity and the con-

vective velocity scale were: u*5 0:28m s21, w*5 2:47m s21

for Cases 2–4 and u*5 0:17m s21, w*5 2:52m s21 for Case 10,

respectively. The Monin–Obukhov length scale L estimated

for Cases 2–4 was 28.62m and for Case 10 was 20.95m. The

profiles of the mean wind and the potential temperature are

shown in Fig. A1 of appendix A. The domain averaged hori-

zontal mean wind inside the domain is 0m s21. Convective

motions in the form of rolls had formed before the plume was

released into the ambient air. The temperature jump across the

inversion layer was 8K.

b. Plume rise

Figures 3a and 3b shows the instantaneous profiles of the

plumes with increasing source strength (from left to right in

each subplot, Case 2, Case 3, and Case 4) released into the

boundary layer, similarly to the pure thermal plumes. As ob-

served by Bhaganagar and Bhimireddy (2020a), plumes consist

of a leading front (the head of the plume), followed by a tail

region (the stem). The plume develops due to active mixing

with the ambient air. The plume rise obtained for all the four

cases in this study is given in Fig. 4a. The plume rise variation

dependence on time was studied against the power-law fit

(dashed line in Fig. 4a). For Cases 2–4, after the initial plume

head formation (t/t0 , 2), the plume front followed the t3/4

trend till reaching the boundary layer top (t/t0 ; 12). The Case

2 plume dissipated quickly and resulted in a puff formation due

to the breaking of the plume head from the stem (Fig. 3a). The

Case 3 and Case 4 plumes were observed to have accumulated

near the boundary layer top and to have spread laterally

(Fig. 3b). The Case 4 plume formed an umbrella-cloud-type

structure near the boundary layer as the plume lofts. A similar

form of plume accumulation near the boundary layer top was

observed in the water tank experiments of Snyder et al. (2002),

where the amount of accumulation increased with an increase

in source buoyancy. In all the four cases in this study, some

portion of the plume crossed zi, resulting in zf/zi . 1. After

the plume penetrated the boundary layer, the height of zf
settled to a quasi-equilibrium state as it oscillated around

its mean value zf . The scaled maximum height reached by

the plume with respect to the CBL depth corresponded to

zfmax/zi 5 1.06, 1.14, 1.21, and 1.43 for Case 2, Case 3, Case 4,

and Case 10, respectively. Ansong and Sutherland (2010) ob-

tained zfmax/zi 5 1.30 from their tank experiments, when a

turbulent buoyant plume of source buoyancy flux of 1.12 3

1026m4 s23 was released into uniform ambient air capped by a

stratified layer. They also estimated the zf to reach a quasi-

steady state value of around 0.9zfmax. For the same boundary

layer depth and surface forcing, the scaled maximum height

reached by the plume increased from 1.06 to 1.21 with an in-

crease in the source strength from B0 5 0.58 3 104m4 s23 for

Case 2 to B0 5 2.14 3 104m4 s23 for Case 4. This result is

consistent with those of the experiments of Morton et al.

(1956), where the maximum height reached by a buoyant

plume released into stratified ambient air increased with an

increase in the source buoyancy flux. Morton et al. (1956) es-

timated that the maximum height that could be reached by

buoyant smoke from a maintained source with a buoyancy flux

of 13.5m4 s23 is around 200m and that from a source with a

buoyancy flux of 7 3 105m4 s23 is around 3200m.

Next, we define plume spread Rf as the farthest distance

traveled by the plume from the source location in the hori-

zontal directions. The variation of plume rise in the axial di-

rection and plume spread in the radial direction are shown in

Figs. 4a and 4b, respectively. It should be noted that the radial

spread of the plume varies approximately linearly with time

(Fig. 4b) once the plume front has reached the boundary layer

top. For Case 2, close to the source, zf , 2D (i.e., t/t0 , 4), the

TABLE 1.Details of cases simulated forNH3 plumes released into atmosphere; zi is the inversion height estimated from temperature and

velocity profiles, and RiB and N2 are the bulk Richardson number and buoyancy frequency estimated at 50m from ground. LC17 cor-

responds to data from 2014 El Portal wildfire near Yosemite National Park (Lareau and Clements 2017).

Case Heat flux U zi Lx B0 3 104 RiB N2 3 1024 L w* t* u* zfmax/zi tzi/t* fp

1 0 0 — — 1.07 — — — 0 — — — — —

2 0.24 0 2100 12000 0.58 22315 21.07 28.62 2.47 850 0.28 1.06 1.26 —

3 0.24 0 2100 12000 1.07 22315 21.07 28.62 2.47 850 0.28 1.14 0.92 —

4 0.24 0 2100 12000 2.14 22315 21.07 28.62 2.47 850 0.28 1.21 0.70 —

5 0.24 2 1180 12000 3.21 24.82 21.43 21.80 2.09 565 0.178 1.43 1.06 0.048

6 0.24 2 1180 12000 9.63 24.82 21.43 21.80 2.09 565 0.178 1.69 0.65 0.145

7 0.24 5 1180 12000 3.21 21.31 21.52 218.39 2.09 565 0.386 1.23 0.85 0.021

8 0.24 5 1180 12000 1.07 21.31 21.52 218.39 2.09 565 0.386 1.15 2.11 0.0064

9 0.24 10 1180 12000 3.21 20.65 28.41 282.84 2.03 616 0.636 1.19 0.81 0.0130

10 0.50 0 1250 8000 3.52 25120 24.51 20.95 2.52 496 0.17 1.38 0.86 —

11 0.50 2 1250 12000 3.52 221.65 214.52 20.98 2.59 483 0.184 1.35 0.58 0.0583

12 0.50 5 1250 12000 3.52 23.29 215.11 27.19 2.59 483 0.359 1.20 0.92 0.0254

13 0.50 10 1250 12000 3.52 20.88 215.63 228.79 2.59 483 0.572 1.06 3.88 0.0137

LC17 — 4.2 1424 — 8.31 — 20.68 — 2.45 581 — 1.93 — —
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plume spread, Rf ’ 0.5D and when 2D , zf , 5D (i.e., 4 ,
t/t0 , 11), Rf grew linearly with the height and reached a

maximum value ofRf5 1.35D, before the further growth of the

plumewas restricted by the boundary layer top. A similar trend

of linear growth ofRfwas observed at times 3.5, t/t0, 11.8 for

Case 3, and at times 4, t/t0 , 12.3 for Case 4. After the plume

reached the boundary layer top, a portion of it impinged and

traveled laterally resembling a density current propagation.

The rate of spread in the lateral direction was approximately

linear as shown by the linear fit line in Fig. 4b. This lateral

spreading is similar to the slumping regime of density currents

over smooth beds (Rottman and Simpson 1983; Bhaganagar

and Pillalamarri 2017).

Due to the presence of convective motions, we can define

another time scale using the background atmospheric proper-

ties. Following the approach of Briggs (1993), we defined time

scale t*, as the ratio of the boundary layer depth to the

convective velocity (5 zi/w*), and we used it to perform time

averaging for the cases where the calculation of t* was possible.

Here t* is the time taken for one eddy turnover inside the

boundary layer. The time that it took the plume front to reach

the boundary layer top with respect to t* is given in Table 1.

Time averaging was performed from t*5 2 to 5. The contours

of the time-averaged buoyancy fields for Case 2–4 are shown in

Fig. 3c. The accumulation of the plume near the boundary layer

top and the lateral spread is shown in Fig. 3c. The accumulation

of buoyant plume at the boundary layer top created a density

difference between the plume and the surrounding ambient air

at that height, resulting in the lateral spreading of the plume, as

seen from the instantaneous plume iso-surface (Fig. 5).

c. Plume mixing

The plume mixing was analyzed next. Figure 4c shows hg0i
plotted versus time nondimensionalized using the buoyant

FIG. 3. For Cases 2–4 (left to right): Instantaneous profiles of NH3 plume buoyancy and velocity vectors along the center plane of the

domain at (a) t5 1200 s and (b) t5 2100 s. (c) Contours of time-averaged plume concentration fields. The white dashed line represents the

1% threshold.
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time scale t0. During the early stages where the plume head was

formed, hg0i reached its peak value, and after the formation

of the head, the mixing with the ambient air was initiated

resulting in the decay of hg0i until the dilution process reached

a quasi-steady-state condition for t/t0 . 15 in Fig. 4c.

Comparing Cases 2–4, the time taken for hg0i to reach the

quasi-steady-state seems to increase with the source buoyancy.

In the present study, hg0i for Case 2 reached a quasi-steady

value (t/t0 ; 10) much earlier than that of Case 4 (t/t0 ; 15).

Comparing Case 4 with Case 10, it can be seen that in the initial

stages (t/t0, 3), the hg0i of Case 10 is higher than Case 4. This is

expected as the source buoyancy is higher in Case 10. At later

times, hg0i of Case 4 and Case 10 reach a quasi-steady value at

approximately same time, which points out that although the

plume source buoyancy in Case 10 is higher, it mixes faster than

the plume simulated in Case 4. Comparing theL values and the

stability parameter2zi/L, the faster plumemixing in Case 10 is

supported by Case 10 boundary layer being more unstable than

Case 4. von Glasow et al. (2003) and Chosson et al. (2008)

studied the mixing of buoyant plumes released into a marine

CBL from ship exhausts using dilution rate as ametric, which is

defined as the normalized rate of change of the plume area. In

the present study, the plume areaAwas estimated based on the

plume interface identified by g0. The rate of change of this

plume area, dA/dt, treated as dilution, scaled with nondimen-

sional time and reached a quasi-steady value by t/t0 5 15

(Fig. 4d). Chosson et al. (2008) found that the initial source

buoyancy flux had a minor impact on the plume mixing after

the initial dilution regime or after the first convective eddy-

turnover cycle.

The presence of an unstable stratified boundary layer re-

stricted the plume rise in the axial direction and the boundary

layer top acted as a partial lid. The buoyant plume accumulated

near the top of the boundary layer and spreads uniformly in the

lateral directions. The higher the source buoyancy flux, the

higher the maximum height reached by the plume beyond zi.

At the inversion layer where the plume growth in the lateral

direction scaled linearly resembling the front propagation of a

FIG. 4. (a) Variation of plume rise for all three cases simulated in unstable temperature boundary layer. The thin

solid lines represent the boundary layer top, and the dashed lines represent zf } t3/4. (b) Variation of plume radial

spread for cases simulated in unstable temperature boundary layer. The dash lines represent the respective times

when the plume has reached the boundary layer top. The solid line represents the linear trend. (c) Variation of

volume averaged reduced gravity. (d) Rate of change of normalized plume area inside boundary layer with respect

to nondimensional time t0.

JULY 2021 BH IM IREDDY AND BHAGANAGAR 2307

Brought to you by UTSA LIBRARIES | Unauthenticated | Downloaded 06/23/21 10:52 PM UTC



density current during the slumping regime. The plume mixing

or dilution rate was seen to reach a quasi-steady value. The

higher the buoyancy flux, the higher the initial plume con-

centration at the earlier times, but it eventually reached a

quasi-steady state after 15 buoyant time scales.

6. Release of ammonia plumes in a convective ABL

To understand the combined effects of ambient shear- and

temperature- forcing (stratification) on the plume, three dif-

ferent mean winds of low (U 5 2m s21), moderate (5m s21)

and high (10m s21) strengths were used to obtain the back-

ground convective boundary layer conditions. NH3 plumes

were released into a CBL with a surface heat fluxes of 0.24

(Cases 5–9) and 0.50 km s21 (Cases 11–13). The physical do-

main had a 30D 3 20D 3 6D size and was discretized using

3003 2003 240 nodes to keep the grid size the same as before.

The aspect ratio for these CBL cases was 9.6 in streamwise and

6.4 in cross-stream directions. The reduced gravity g0 at the
source was 0.25m s22 for Case 5, Case 7 and Case 9, and

0.75m s22 for Case 6, and 0.086m s22 for Case 8, and 0.28m s22

for Cases 11–13, respectively.

a. CBL characteristics

The convective scaling parameters for characterizing CBL,

including, inversion height zi, convective velocity w*, bulk

Richardson number RiB, and buoyancy frequencyN2 are given

in Table 1. The RiB and N2 were estimated using the wind and

temperature fields at the surface level and 50m above ground.

The temperature jump across the inversion layer at the

boundary layer top was around 8K, and the mixed layer value

was 302K. The stratification aloft had a Brunt–Väisälä

frequency of N 5 0.1 s21. The mean wind speed U for Cases

5, 6, and 11 was 1.95m s21, and that for Cases 7, 8, and 12 was

4.86m s21, and that for Cases 9 and 13 was 8.83m s21. The RiB
and N2 were negative, indicating an unstable atmosphere.

With w* of 2m s21 inside a boundary layer depth of 1180m,

the eddy turnover time scale was 565 s for Cases 5–8.

Similarly, the turnover time for Cases 9 was 616 s and that for

Cases 10–13 was 483 s. As the focus of this study was to un-

derstand the buoyant plumes from the moment they are re-

leased, the analysis was restricted to 5–8 eddy turnover cycles.

These values were chosen so as to represent a typical midday

over a midlatitude site which has zi around 1000m, and w*
around 2m s21 (Weil et al. 2002). The values that were con-

sidered in this study are comparable to the real world cases

such as the 2014 El Portal wildfire near Yosemite National

Park, where zi 5 1424m, U 5 4.2m s21 and w*5 2:45m s21

(Lareau and Clements 2017).

b. Plume rise

Figures 6a and 6b shows the variation of the plume rise for

Cases 5–8 and Cases 11–13, respectively. Figure 6b shows the

effect of themean wind speed on the plume rise. An increase in

FIG. 5. Instantaneous plume iso-surface for Case 4 after 2300 s from

release. The colors represent the vertical velocity.

FIG. 6. Variation of plume rise in convective boundary layer for

(a) Cases 5–9 and (b) Cases 11–13. The dashed line over each series

represents 3/4 power-law variation with time. The thin solid line

represents the boundary layer top.
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the mean wind speed reduced the maximum height reached by

the plume. Except for Case 6, all the cases rose to the boundary

layer top and loft there. Case 6, which had the highest buoy-

ancy flux of all the cases simulated in this study, penetrated the

boundary layer top and continued to rise up about 0.45zi be-

yond zi. The time averaged plume concentration resembled a

bent-over plume in crosswinds that lofted or penetrated the

boundary layer top (Briggs 1982). The plume centerline was

estimated from the plume concentration fields and took the

maximum value along each axial position, as shown in Fig. 7.

The estimated plume centerline position from the Briggs for-

mula showed a good agreement with the plume centerline

obtained from the time-averaged plume concentration fields.

The power obtained by fitting each centerline data through a

regression is 0.616 0.02, which is close to the 2/3 power law in

Eq. (18). The variation of zfwith respect to time scaled by t* for

Cases 5–13 is shown in Fig. 8.

For the same source buoyancy flux and surface heating, the

lateral spread of the plumewas greater for Case 7 than for Case

5. The mean wind in CBL for Case 7 was 4.86m s21, while that

for Case 5 was 1.95m s21. Plume concentration fields shown for

Case 5 in Fig. 7 looks qualitatively similar to the buoyant plume

dispersion shown in Burton et al. (2020) (see their Fig. 9a) for a

background wind shear of 1 3 1023 s21. In the present study,

the wind shear was estimated using the mean wind at 10 and

200m. For Case 5 and Case 11 the wind shear was 1.4 3
1023 s21, for Case 7 and Case 12 was 73 1023 s21, and for Case

8 and Case 13 it was 1.5 3 1022 s21. The effect of increased

wind shear is seen in the near-source concentration fields for

Case 5 and Case 7 as shown in Fig. 7. The mean concentration

field of Case 6 as seen from Fig. 7, revealed interesting features

of plume trapping above the boundary layer. Also observed

was the lateral spread of the plume against the mean wind near

the boundary layer top. In the absence of any mean wind, the

impinging plume spread uniformly whereas in the presence of

mean wind inside the CBL, the balance between the upward

buoyancy force and lateral mean winds resulted in a nonuni-

form lateral spread, as seen in Case 6 (Fig. 7). Due to a strong

buoyancy flux at the source, the plume in Case 6 moved up

resulting in a very low ground concentration for a downwind

distance of x , 5D from the source. Averaged over multiple

eddy turnover cycles, the plume that was aloft was brought

down close to the ground at higher downwind distances

(x . 5D).

c. Plume penetration of the CBL

The penetration parameter estimated for all the cases sim-

ulated in this study are given in Table 1. Due to lack of existing

FIG. 7. Mean plume contours with centerline position along the plume for (from top to

bottom) Case 5, Case 7, Case 8, and Case 6. The white dash–dot line represents the Plume rise

estimated from Briggs formula. The red circles represent the centerline estimated from mean

plume contours. The yellow dash line and white solid line in (a) and (b) represent the 1%

threshold plume interface and CBL top, respectively.
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parameterization for estimating fp in case of zero wind cases,

we restricted the penetration analysis to cases where a mean

wind is present across the domain (Cases 5–9 and Cases 12–13

in this study).

Among the cases that were simulated, the highest penetra-

tion factor was that for Case 6 with fp 5 0.145, which is greater

than the no-penetration criteria, making the plumemore likely

to penetrate CBL as seen in Figs. 6a and 7. The lowest pene-

tration factor for the cases with a nonzero mean wind was

obtained for Case 8, with fp 5 0.0064. Cases 5, 6, and 11 had fp
values of 0.048, 0.145, and 0.0583, respectively, which are

greater than Richards’s (1963) criterion for no penetration.

Cases 7 and 12 had fp values of 0.021 and 0.0254, which are

close to the limiting criterion of Richards (1963). To quantify

the CBL penetration by buoyant plume, the average plume

concentration that reached a value above the inversion layer

height was evaluated. Overall, 24.31% of the total plume that

was released into the domain had penetrated the inversion

layer for Case 6. The percentages of plume that penetrated the

inversion height for remaining cases, in descending order,

were: 11.81% for Case 5, 6.77% for Case7, 5.83% for Case 11,

2.54% for Case 12, 1.37% for Case 13, 1.36% for Case 8 and

1.3% for Case 9. Comparing Case 5 and Case 7, the increase in

wind shear near the source seems to have reduced the amount

of plume penetrating the CBL top. The same can be said for

Cases 11–13, where the percentage plume penetrated the CBL

reduced from 5.83% to 1.37% with an increase in shear from

1.4 3 1023 to 1.5 3 1022 s21. The percentage of plume pene-

trated the CBL top was seen to increase with an increase in fp
and the variation of this amount with respect to the fp is shown

in Fig. 9a. The accurate prediction of this value is important, as

often regulatory transport and dispersion models such as

AERMOD often uses an additional source to represent this

penetrated plume.

As discussed in the previous section and as shown in Fig. 9b,

the plume rise zf after penetrating the CBL top reached the

maximum height and beyond which it settled at a quasi-steady

height zf . The amount of plume that penetrated the CBL in-

version was correlated with the zf as shown in Fig. 9b, where

qp%varies linearly with zf /zi with a slope of 40 and anR2 value

of 0.98.

d. Plume mixing

The mixing characteristics of the released plumes will be

discussed next. As seen in Fig. 10a, soon after the release of the

NH3 plume, the overall concentration increased sharply before

diluting due to the active mixing of the plume inside CBL. The

rate of change of the space-averaged buoyancy with respect to

t/t* scaled to power law with a 23/2 coefficient as shown in

Fig. 10c. As the plume mixed with the ambient air, it expanded

in size. The rate of change of the normalized surface area oc-

cupied by the plume followed a power law which had a similar

coefficient as dhg0i/dt, as seen in Fig. 10b. The rate of change of

hg0i does not scale with time scale t0 based on buoyancy velocity

and source diameter (Fig. 10d). This result demonstrates that

the mixing of buoyant plume in a CBL scales with the CBL

time scales t* and not with the buoyancy scaling of the plume.

To understand the vertical distribution of plume within the

CBL, the area-integrated concentration ĝ0 at each height and

time step was obtained. The profiles of ĝ0 for Cases 9–10 and

12–13 at four different times from time of release are shown in

Fig. 11. For Cases 5 and 7, the amount of plume released was

distributed inside the CBL with some of it accumulating for

Case 5, while most of the plume resembled a mixed profile for

FIG. 8. Variation of plume rise normalized by CBL depth with

respect to nondimensional time for Case 5–Case 13; here, t* is the

convective time scale.

FIG. 9. Percentage of total plume penetrated the CBL top

against the penetration parameter. The black dot on the x axis

represents the Richards (1963) cutoff criterion for plume pen-

etration. Symbols represent cases given in Fig. 8.
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Case 7. Interestingly for Case 6, the amount of plume near the

CBL top was orders of magnitude higher than the amount of

plume that was present closer to the ground. For Case 8, the

source strength was weaker than that of Cases 5–7, and as a

result the plume concentration profiles had a smaller magni-

tude, and they were restricted to below the CBL depth.

Knowing the height distribution of plume is critical for dis-

persion modeling as often modelers use a single plume injec-

tion height derived empirically to release tracers or emissions.

It is likely useful for dispersionmodelers to know the vertical

distribution of the concentration at relative distances to the

source, so that the profiles can be used to initialize the trans-

port and dispersion models instead of using a single injection

height which is the common practice. Thus, the crosswind and

time-averaged plume concentration hg0iy profiles were inves-

tigated at distances relative to the source and were defined in

terms of the source diameter. We have included the downwind

distance, x, made dimensionless using convective scaling,

X5w*x/(Uzi) (Deardorff and Willis 1975) in the Fig. 11

legend. Time averaging was conducted for 1, t/t*5 5. The

resulting profiles at downwind distances of x/D 5 1, 3, 5 and 7

normalized with themaximum value at x/D5 1 and are plotted

in Figs. 12a and 12b for Cases 9–10 and Cases 12–13. The

comparison of Figs. 12a and 12b, revealed that the effect of the

mean winds was dominant along the downwind distances.

The maximum concentration at x/D 5 1 in Case 9 was located

on the ground surface (z/zi 5 0), whereas the maximum con-

centration for Case 10 was located close to the boundary layer

top (z/zi 5 1). For x/D . 1, the profiles were well mixed by

x/D5 5 for Case 9, while Case 10 profiles havemaximum values

near the boundary layer top. The comparison of Figs. 12c and

12d, revealed that the effect of the mean wind could be seen in

nonuniform mixing of plume profiles in Case 12 at x/D 5 7,

whereas the profiles at x/D 5 7 for Case 13 were well mixed.

The presence of mean wind aids in mixing the plume within

the CBL resulting in uniformly mixed plume profiles. For a

given boundary layer height, surface heat forcing and source

buoyancy, an increase in mean wind enhances the plume

FIG. 10. (a) Variation ofmean plume concentration inside the CBL. (b) Rate of change of normalized plume area

inside CBLwith respect to nondimensional time. (c) Rate of change ofmean concentration inside CBLwith respect

to nondimensional time based on convective time scale. (d) Rate of change of mean concentration inside CBL with

respect to nondimensional time based on buoyant time scale.
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mixing resulting in faster dilutions during the early plume

development.

7. Summary

A new LES formulation for buoyant plumes has been de-

veloped withinWRF for the first time to represent the dynamic

interaction between the ambient atmospheric boundary layer

and the buoyant plumes. The dynamic interactions between

the atmospheric forcing and the buoyant plumes (e.g., the in-

teractions between the atmospheric turbulent updrafts and

downdrafts with the plume) that cause the plume dispersion

have been represented by coupling theWRF formulations with

an additional advection-diffusion equation and with a new gas

mixture equation. In addition, the additional turbulence ki-

netic energy production due to buoyancy forcings of the plume

has been added to the subgrid-scale TKE equation within

WRF. The classical WRF-LES has only the capability to

FIG. 11. Instantaneous profiles of (horizontal) area integrated plume concentration for (a) Case 5, (b) Case 6,

(c) Case 7, and (d) Case 8 at four different times from plume release scaled using the convective time scale.

2312 MONTHLY WEATHER REV IEW VOLUME 149

Brought to you by UTSA LIBRARIES | Unauthenticated | Downloaded 06/23/21 10:52 PM UTC



simulate passive plumes. The main disadvantage with that

approach is that only thermal plumes (with the same gas con-

stant as the ambient) can be simulated, and further the TKE

production is underestimated as the TKE production due to

the plume buoyancy forcings cannot be accounted for. To ad-

dress these limitations, a major shift in paradigm has been

achieved with the new formulation. The bPlume-WRF-LES

formulation accounts for buoyancy forcings due to differences

in the temperature between the ambiance and plume, and also

due to differences in the gas constant values. Hence, the for-

mulation can be used to simulate chemical plumes (e.g., NH3,

He, CO) within the WRF framework as the plume dispersion,

plume mixing and plume entrainment processes are repre-

sented accurately. This is a novel addition to the WRF-LES

model to simulate chemical plumes such as smoke plumes and

wildland fire plumes with different emission gases.

To demonstrate the efficacy of the new formulation, the

release of NH3 plumes into the atmosphere has been studied.

FIG. 12. Variation of crosswind mean plume concentration inside the CBL at different downwind distances for

(a) Case 9, (b) Case 10, (c) Case 12, and (d) Case 13. The convective dimensionless distanceX5w*x/(Uzi) is added

in the legend for cases with U 6¼ 0m s21.
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The new bPlume-WRF-LESmodel was used to understand the

release of ammonia (NH3) plumes from a large-area source

into different atmospheric conditions for number of case-

s—including quiet air with no temperature gradient (treated

as a base-line case); stratified thermal boundary layer with no

winds and moderate and high surface heat flux forcing, and a

CBL with weak, moderate, and strong mean winds and mod-

erate and high surface heat flux forcings.

For the NH3 plume released into quiet ambient air without

any stratification or winds, the plume rise varied at a rate of 3/4

power law with time as expected. The mean radial distribution

of velocity and buoyancy profiles were Gaussian with the

maximum values at the centerline, and decaying along the axial

direction. For NH3 plumes released into a stratified thermal

boundary layer with no winds, the vertical growth of the plume

was restricted by the presence of a thermal boundary layer and

an umbrella cloud type distribution of plume was also observed

as the plume starts spreading in lateral direction at the boundary

layer top. The rate of lateral spread showed a linear trend with

time, resembling a front propagation of a density current over

smooth bed in its slumping phase. For NH3 plumes released into

convective boundary layer, the plume rise growth was propor-

tional to t2/3. The plume rise for very strong buoyancy source in

weak winds was almost vertical with very little deformation to

mean winds inside the boundary layer. The buoyant centerline

for NH3 plumes released in CBL well matched with Briggs

formula (Briggs 1982) for bent-over plumes.

The penetration parameter fp based on the background at-

mospheric stability and the source buoyancy flux of NH3

plumes is the basis of determining whether the plume pene-

trates the CBL or not. An increase in fp resulted in a greater

amount of plume penetrating the CBL. The total amount of

plume that penetrated the CBL scaled linearly with the final

mean plume rise above the CBL. Although there is no pa-

rameterization for fp in zero wind scenarios in this study, a

significant amount of plumewas seen penetrating the boundary

layer highlighting the need for penetrationmodel development

for zero wind cases.

This study demonstrated the convective time t* based on the

convective velocity and CBL top as the scaling parameter for

the plumes in CBL. The mixing and dilution rate of plumes

scales as t23/2
* power law. The amount of plume mixing in-

creases for the NH3 plumes released in a stratified boundary

layer compared to those release in an unstratified and quiet

atmosphere. The presence of mean wind in a stratified

boundary layer, further enhances plume mixing for a given

boundary and surface heat forcing. An increase in mean wind

forcing enhances the plume mixing resulting in faster plume

dilution as the plume develops. The profile variations of area-

integrated plume concentration offer insight for dispersion

modelers to use vertical distribution of plume/emissions

rather than a single injection height. Even after multiple

convective eddy cycles had passed, the plumes released in the

weak and moderate mean wind cases were not well mixed.

Further, plumes generated from a strong source buoyancy

flux released in CBL with weak winds have higher concen-

trations at the CBL top as the plume within the CBL mixes.

The time-averaged plume concentration profiles showed

uniform mixing within CBL in case of the presence of strong

winds for both weak and moderate surface heat forcing. For a

given surface heat forcing and source buoyancy, an increase

in mean winds inside the CBL will result in uniform mixing at

shorter downwind distances.

Overall, this study contributed much to the extension of the

WRF-LES formulation to account for the dynamic interactions

between the buoyant forcings of the plume and the atmo-

spheric boundary layer. The key contributions of the research

presented here are twofold: First, the development of the new

formulation within WRF-LES has resulted in a major shift in

the computational paradigm of simulating buoyant plumes

within WRF. Only passive thermal air plumes, with the same

gas constant of the plume as that of the ambient atmosphere,

can be simulated with the existing WRF formulation.

However, the new formulation introduces a capability to

represent the dynamic interactions between the gas plumes

(both dense and lighter gas) and the surrounding ABL.

FIG. A1. Domain- and time-averaged mean (a) potential temperature and (b) velocity profiles.
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Second, the scaling laws for the plume height, plume width,

and plume penetration factors for different background at-

mospheric stratification conditions, and for different plume

buoyancy forcings, have been obtained and validated with

the existing theoretical findings. Further, new scaling laws

for plume mixing have been derived. Another important

consequence of the proposed work is that due to the dy-

namic representation of the atmospheric turbulence with

the plume turbulence in the new formulation of WRF-LES,

the study has important implications in the existing nu-

merical methods for determining plume characteristics. In

particular, plume dispersion is highly variable in a convec-

tive ABL due to strong updrafts and downdrafts that lead to

substantial plume meandering. LES is a reliable method for

studying the statistical variability in dispersion by using

long-time-averaged mean characteristics (Wyngaard 1984).

An alternate approach commonly used is the Lagrangian

approach using LES velocity fields to drive the particle

dispersion (e.g., Weil et al. 2012). In their study, the ensemble

is built by modeling the particle trajectories and dispersion

from each of 30 widely separated sources at a given height in

the ABL to create 30 ‘‘independent’’ realizations each

approximating a 30-min averaging period. The underlying

assumption is that each of the ensembles represents a different

location of the release of the source with respect to the updrafts

and downdrafts. The plume behavior when released into an

updraft or the downdraft is different. e.g., the centerline de-

scent will represent with higher probability the instances the

plume is released into the downdraft. Hence, by using an en-

semble of realizations, the time-averaged plume characteristics

are realized through the ensemble averaging. However, there

are various limitations to this approach. It does not account for

the modifications in the updrafts/downdrafts due to the plume-

generated turbulence and assumes passive plumes. The new

bPlume-WRF-LES formulation addresses these limitations:

Due to the two-way feedback between theABL and the plume,

the interactions between the atmospheric turbulent updrafts

and downdrafts with the plume-generated turbulence are dy-

namic, and the long-time-averaged statistics realize the plume

characteristics to a high degree of accuracy. This obviates the

FIG. A2. Vertical profiles of (a) temperature variance normalized by potential temperature scale, (b) resolved

velocity variance, (c) vertical velocity variance, and (d) TKE variation with height. The solid line in each subfigure

represents Case 9, while the dash–dot line represents Case 12. White squares representWillis andDeardorff (1976)

channel data, crosses represent Raasch and Etling (1991) data, and circles indicate data from LES of Sullivan and

Patton (2011).
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need to conduct an ensemble averaging to account for the

variability due to plume meandering, e.g., varying the source

location with respect to the updrafts. Further, as the locations of

the updrafts/downdrafts vary in time, it is not possible to know a

priori their location with respect to the source, as the plume

disperses over time. Further, for strong plumes such as wildland

fires, the fire plumes develop their meteorology resulting in

plume-generated turbulent updrafts and downdrafts that inter-

act with the atmospheric turbulence. The bPlume-WRF-LES

has the numerical capability to represent weak to strong plumes

in different atmospheric boundary layer conditions.
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APPENDIX A

Boundary Layer Characteristics for Cases Simulated

Figure A1 shows the domain and time-averaged mean pro-

files of wind and potential temperature for the cases simulated.

Time averaging was done over five eddy turnover cycles before

releasing the plumes to calculate the ABL profiles. Figure A2

shows normalized vertical profiles of temperature variance,

horizontal and vertical velocity variances and TKE for Case 9

and Case 12. Data from experiments of Willis and Deardorff

(1976) and LES of Raasch and Etling (1991) are used to

compare the variances calculated. LES data of Sullivan and

Patton (2011) is used to compare the TKE profiles. The max-

imum vertical velocity variance occurred at around 0.4zi.

Overall, the variance profiles are in good agreement with ex-

perimental and numerical data from other LES codes.

APPENDIX B

Nomenclature

1) Monin–Obukhov length scale L (Monin and Obukhov 1954)

L52
r
a
c
p
u3

*Tref

kgH
,

where r, cp, Tref are density, specific heat of air, and

reference temperature, respectively; g is the gravitational

constant; u* is the friction velocity; k is the von Karman

constant (typically 5 0.41); and H is the surface kinematic

heat flux.

2) Convective velocity scale w*

w*5

�
g

T
a

z
i
w0u0ys

�1/3

,

where w* is the Deardorff (or convective) velocity, Ta is

the ambient absolute temperature, zi is the depth of the

convective boundary layer (CBL), and w0u0ys is the kine-

matic heat flux at the surface flux.

3) Bulk Richardson number RiB

Ri
B
5
gDu

y
Dz

u
y
DU2

,

where Duy and DU are differences in virtual potential

temperature and mean wind speed across a layer of Dz
thickness.

B0 Source buoyancy flux (m4 s23)

F* Nondimensional buoyancy flux parameter

fp Penetration factor

g0 Reduced gravity, plume concentration (m s22)

Rf Radial spread of plume with respect to source (m)

t0 Time scale based on reduced gravity at source (s)

t* Time scale based on convective velocity and boundary

layer depth (s)

U Mean wind inside ABL (m s21)

zi Boundary layer depth (m)

zf Plume rise height from source (m)

zfmax Maximum plume rise height (m)

zf Mean plume rise height (m)

hg0i Space averaged in x, y, and z (m s22)

hg0iy Space averaged in y (m s22)

hg0i Space averaged in x, y, z and time averaged (m s22)bg0 Area-integrated plume concentration at each height

(m s22)
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